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Abstract—Modern aggressive types of malcode demonstrate
that existing security applications are not able to neutralise them
efficiently. We present a Large–Scale Early Warning System
named PROTOS, which is able to gather intelligence from a
large number of personal computers, acting as sensors, utilising
their default security mechanisms and applications, to collect and
analyse locally intercepted malicious network traffic and generate
an estimation of the global malware activity.

I. INTRODUCTION

Recent trends indicate an escalation of cybersecurity in-
cidents over the last years, as the number of threats is
growing at an increasing rate [1]. Moreover, we observe a
qualitative improvement in the malicious capabilities of most
malware authors, as they are able to perform more sophisti-
cated and skilful attacks. Numerous security applications are
being utilised to hinder the rapid propagation of malcode.
Home users rely on their pre-installed firewall and standard
issue antivirus programs to protect their systems, while larger
organisations defend their digital assets and infrastructure,
using Intrusion Detection and Intrusion Prevention Systems
(IDS, IPS). Theoretical analysis, as well as empirical evidence,
suggests that modern security applications are beneficial, but
not sufficient to eliminate the majority of recent threats [2], [3].
Self–propagating malcode, such as the Slammer worm [4], is
able to infect the majority of susceptible systems on the Inter-
net in less than ten minutes. Other forms of malicious software
(Code Red, Code Red II [5], [6], Blaster [7], Witty [8],
Nimda [9]) are using similar massively attacking methods or
other covert tactics.

Computer system security is considered important; Europe
alone spent 4.6 billion Euros for security applications in
2008 [10]. Even though a substantial amount of money and
effort has been spent for improvement of the security of IT in-
frastructure, there are no indications of diminishing malicious
activity. The reasons behind our inability to protect efficiently
the critical technological infrastructures, as well as most of the
interconnected computer systems, using the internet, are both
technological and societal.

The short timeframe, during which modern malcode mu-
tates, renders most of the traditional defensive mechanisms
ineffective [11], [12]. The increasing rate that new malware
appears, prohibits the timely generation and distribution of
signatures for all new threats and their variants. Therefore, it

seems of particular importance that the efforts of the research
community ought to concentrate also on proactive measures.

This research work presents the blueprints and the first
prototype of a collaborative Large–Scale Early Warning Sys-
tem, named PROTOS (PROactive Threats Observatory System).
The first version of the system is going to be used at the
Greek National School Network, thus becoming available to
more than 100,000 students and teachers. The second planned
version of the system will become publicly available for all
internet users.

The basic concepts of our system lie in the hypothesis that
it is possible to defend most of the users by utilising the
heterogeneity of their computer systems. Most malware at-
tacks, in order to propagate, utilise specific infection channels,
such as vulnerable operating systems’ services or applications.
Diversity in operating systems, configuration settings, produc-
tivity suites and other applications, may provide important
information, if monitored, regarding the activity of computer
malware. Non–vulnerable systems are expected to deny and
log suspicious connection attempts from unknown origins. The
acquisition and analysis of a large number of such data may
possibly reveal ongoing malicious activity at its early stages.

This paper is organised as follows; Section II presents
the architecture and implementation details of our proposed
system, PROTOS, while Section III analyses the prediction
mechanisms implemented so far. Section IV summarises the
related work. Section V discusses the future extensions of this
work and concludes this paper.

II. ARCHITECTURE & PROTOTYPE IMPLEMENTATION

Figure 1 illustrates the architecture of the system. The pro-
totype follows a client/server approach. The client is composed
of two modules, a (1) system–level module, which is running
as a service and a (2) front–end user–space application. The
system–level module is implemented in Python and it performs
two basic operations: (1) it parses the Windows firewall log file
every 30 seconds, calculates the rate of denied traffic, as well
as the changes of that rate, which is known in epidemiology
as epidemic curve and transmits them to the server and (2)
it transmits four times a day a more comprehensive report
including additional information such as the IP addresses of
the 10 worst offenders, source and destination port and the
packet type.



A thin client based on the Yahoo! widget framework is
also available. The PROTOS widget is initiated during system
startup and provides real–time information regarding the local
malicious activity. It is implemented with simplicity in mind
and does not require any user intervention or configuration, to
help users to understand the general threat level.

All system data are encoded and transmitted using the
JavaScript Object Notation1 (JSON) format. A sample message
is presented in Figure 2.

The prototype client has been developed for all modern
versions of Microsoft Windows operating system, including
Windows XP SP3, Windows Vista and Windows 7. The in-
stallation of the required software is available as an installer
package for those platforms. Automatic updates functions are
also supported to enable transparent updates without user
intervention.

The server side of PROTOS is currently using the Apache
Web Server and it is implemented in PHP. All incoming
information from the clients, are stored in a MySQL database.

In the future, a Java application will also be available to the
users, in case they want to monitor the intercepted local and
global malicious activity in greater detail.

III. SECURITY PREDICTION MECHANISMS

A. Malware Activity and Epidemic Rate

Prototype PROTOS client, repeatedly checks during prede-
fined short time intervals the log file of Windows’ firewall
and calculates the rate of the intercepted malicious activity, as
shown in eq.(1) and the Epidemic Rate, eq. (2) for each host.
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t is the ordinal number of a fixed time interval, n is the
client identifier, hn

t is the number of the security incidents n
received in the interval t. k, k ∈ (0, t − 1) is the size of the
“time window” used in the number of t time intervals. PROTOS
clients send this local malicious activity rate to the central
PROTOS server, which constantly listens for incoming rates
and aggregates them in order to compute the global malicious
activity rate by using the following equation:

pavg =
∑n

i=1 pi
t

n
(3)

The outcome of this equation is the Malware Rate, which
has been visualised using empirical data in Figure 4.

1http://www.json.org/
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Fig. 1. Architecture of the PROTOS System

{ "clientid": "<md5 checksum>",
"rate1": 1.52,
"rate2": 2.47,
"tcount": 50,
"localip": "192.168.1.1" }

Fig. 2. JSON–encoded client message

Fig. 3. Yahoo! Widgets Real-Time Malware Activity



Fig. 4. The PROTOS Web Server

B. Intrusion Detection System

In order to enhance our system’s effectiveness and threat-
detection accuracy we will be implementing a detection mech-
anism based on the framework proposed by [13]. This mech-
anism will work side by side with the core system, constantly
evaluating the security status in an effort to minimise our
systems false-positive alarm rates.

This layer consists of two modules: (a) the network traffic
sensor, called Agent and (b) the decision engine, called Juror.
Through extensive experimentation with, both new and old,
threats and cyber-attacks we are trying to isolate specific
characteristics that most of them have in common. Such char-
acteristics provide probabilistic distributions both for normal
and abnormal network traffic that are being feed to the Agent.
Using these distributions and a statistical toolkit the Agent
produces probability reports on the network status, stating
the probability of an attack along side with the probability
of having a false alarm. These reports are sent to the Juror
module, where they are processed. When the system reaches
a predefined certainty threshold it issues an attack decision,
informing the core system.

The current prototype focuses on intrusive behaviour detec-
tion at very beginning of an attack, when hackers and worms
are trying to discover potential victims, mainly hosts with
vulnerable services. We have devised two classes containing

all the TCP/IP protocol packets. The first class, called NON-
ACK, contains all of the packets that relate to connection
opening, closing and handling, where the second class, ACK,
contains packets that are sent and received during a normal
connection. Experiments yielded two probability distributions
for the NON-ACK class, one for normal traffic and one for
intrusive behaviour. These distributions are given as input to
the sensor engine described at [13] and along with some
predefined sensitivity parameters, they compose the sensor
module.

The decision engine module that handles the sensors reports
can be installed at the same host as the sensor, making
decisions only for the hosts traffic, or at a central point of
a network, where it can handle data from the entire network.
The choice of setup depends mostly on the host. Organisations
with large networks are encouraged to use the distributed
architecture with one Agent per host and one central Juror,
as opposed to home users or servers where the standalone
setup has better results.

Network traffic monitoring demands much resources, thus
both modules have been implemented in C++ to ensure the
best possible performance from native code compilation. The
system processes only incoming packets as an additional
performance tweak without compromising the quality of the
results, due to TCPs’ symmetric nature.



Fig. 5. The NON-ACK normal traffic distribution

Fig. 6. The NON-ACK intrusive behavior distribution

In the course of experimenting, the prototype has proven
efficient at detecting port-scans and OS fingerprinting at-
tempts. In the case of distributed setup, the system was able
to identify horizontal port-scans, attempts to find specific
vulnerable services at a specific private network.

IV. RELATED WORK

A large–scale Early Warning System requires a sufficient
number of sensors in order to provide accurate results and
timely warnings. Various academic frameworks have been
proposed for distributed malware detection [14], [15], [16],
[17], [18], but none according to the best of our knowledge
has been deployed at large.

Interesting alternative systems, based on peer–to–peer or
other decentralised technologies are available [19], [20]. Ex-
isting systems that are actively collecting security related data
and provide early notifications to their users are operated by
large security vendors. The oldest and most known commercial
early warning system is DeepSight [21], operated by the
Symantec corporation. Another commercial system is Cisco’s
IronPort [22], which combines a number of criteria in order
to decide whether a network location is secure or not. Both
of these systems deliver a healthy volume of information

to their clients, but they are not available for public use.
Symantec’s DeepSight requires paid subscriptions at the cost
of several hundreds of US Dollars per year, while IronPort
requires specialised hardware from Cisco. Therefore both these
frameworks are not widely adopted.

Another widespread collaborative effort to correlate the
security incidents is the Dshield [23] system, which covers
more than 500,000 IP addresses from over 50 countries. All
those systems present their estimations of the general malware
activity in their web portals and issue warnings via e-mails and
RSS feeds.

V. DISCUSSION AND FUTURE WORK

The system is a prototype and only its basic functions are
operational. The service modules and the PROTOS widget are
working on a 24–hour basis without any problems. We have
installed the PROTOS client in a small number of workstations
and gathered some initial data. So far, we have been interested
in the development of update mechanisms for the clients and
compatibility with Microsoft’s security applications, which are
in use by the majority of our potential users.

The system has been tested in a lab environment. The
system modules of PROTOS and the widget have shown that
they are not inducing any significant overhead to the overall
performance, but so far we have not tested it thoroughly
in all the netbook models that the base users have. Most
Greek students have been funded by the Greek Ministry
of Education to purchase computer equipment during the
past years. Most of those systems have low-end hardware
specifications, varying from netbooks to cheap laptops, thus
the target runtime platform for PROTOS is an entry level
level system with limited processing capabilities, running the
Windows XP operating system. PROTOS in its final form will
support non–Microsoft operating systems as well, such the
Mac OS X and Linux. Our next steps include a full evaluation
of the prototype system, both server and client, in terms of
scalability and actual overhead to the clients.

In the future, we plan to support dynamic adjustment of
the system security level, to act and protect clients from
a malware epidemic or other serious incidents. Each client
can have different predefined thresholds, which correspond
to specific security profiles. During normal activity PROTOS
clients operate as usual, however, when the PROTOS server
estimates increased general malware activity, the client can
voluntarily decide to strengthen its security settings by dis-
abling non critical services and heighten the security level of
the web applications. The thresholds are being set according
to false positive/negative rates of the local system based on
the subsequent directives:

• if pavg > rhigh, then increase the security policy by
disabling non essential services, for example HTML pre-
view in mail clients or by increasing the web browser’s
security settings, where rhigh is the predefined threshold
to increase the security settings of the PROTOS.

• if pavg < rlow, then decrease the security policy by
reactivating the above–mentioned services, where rlow is



the predefined threshold to decrease the security settings
of the PROTOS.

• if rlow ≤ pavg ≤ rhigh do nothing.
More elegant approaches than the above simplified threshold

method are currently considered and we expect to have them
added in the final version of the PROTOS.

We are in the process of developing a forecasting system
inspired by the financial sector using common econometric
models and more sophisticated tools, such as technical analysis
on charts. It will be capable of predicting imminent epidemics
and threats in contrast to the above method, which acts only
when a threat gets characterised as a possible epidemic. The
prediction’s precision will be more accurate when we have
a quite large set of traffic data. We are planning to use Au-
toRegressive Integrated Moving Average model (ARIMA) [24]
for predicting malicious activity rate, General AutoRegressive
Conditional Heteroskedasticity model (GARCH) [24] for pre-
dicting volatility clusters [25] and Autoregressive Conditional
Duration model (ACD) [26] for predicting duration between the
attacks or duration until a specific amount of attacks reached
or even the duration until a malware mutates. Moreover, chart
patterns will be analysed from visualised data by automated
software to find specific correlation of common patterns such
as “Cup and Holder”, “Head and Shoulders” and others that
are presented in [27].

The prototype has served us admirably so far in identifying
many security pitfalls. The first prototypes have been built
from scratch using free and open source software. We are
confident that the final system, which will be supported by
enterprise–grade software and hardware components, will give
us the opportunity to maximise the number of PROTOS clients
that will participate in our systems and provide them with
timely warnings regarding malicious activity in the cyberspace.
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